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Abstract

Income mobility is de�ned as the change in income from one period to another for the same
individual; earnings mobility concerns the change in earnings from the labor market. It is widely
recognized that incomes and earnings are measured with error, the existence of which casts doubt on
a major �nding in the mobility literature - the �nding of convergent mobility. Convergent mobility
happens when low earners experience more positive earnings changes (i.e., they gain more in dollars
or percentages) than high earners. This type of convergence is called unconditional convergence
because it does not condition on other personal characteristics. Conditional convergent mobility
occurs when, holding other things equal, low earners gain more in dollars or percentages than high
earners. Measurement error in initial earnings causes a spurious link between earnings change and
initial earnings level, possibly producing the appearance of convergent mobility when no convergence
has truly taken place.

While measurement error is recognized as potentially important in the mobility literature, little
is known about the degree to which the �nding of convergent mobility is a¤ected by measurement
error. This study uses a new, con�dential dataset from the U.S. Census Bureau that contains indi-
vidually reported total annual labor earnings from the Survey of Income and Program Participation
(SIPP) linked to employer-reported total annual labor earnings from the Social Security Admin-
istration�s Detailed Earnings Record (DER) to explore the robustness of the convergent mobility
�nding for the United States from 1990 to1999. I ask: is the �nding of convergence robust to
non-linear functional forms (step functions and non-parametric functions) and alternate samples of
the data? The parametric results have been completed, and they show that the �ndings of uncon-
ditional and conditional convergence are robust to alternate samples and to a non-linear functional

1This document reports the results of research and analysis undertaken by the U.S. Census Bureau sta¤.
It has undergone a Census Bureau review more limited in scope than that given to o¢ cial Census Bureau
publications. This document is released to inform interested parties of ongoing research and to encourage
discussion of work in progress. This research is a part of the U.S. Census Bureau�s Longitudinal Employer-
Household Dynamics Program (LEHD), which is partially supported by the National Science Foundation
Grants SES-9978093 and SES-0427889 to Cornell University (Cornell Institute for Social and Economic
Research), the National Institute on Aging Grant R01~AG018854-02, and the Alfred P. Sloan Foundation.
The views expressed on statistical and methodological issues are those of the author(s) and not necessarily
those of the U.S. Census Bureau, its program sponsors or data providers. Some or all of the data used
in this paper are con�dential data from the LEHD Program. The U.S. Census Bureau supports external
researchers� use of these data through the Research Data Centers (see www.ces.census.gov). For other
questions regarding the data, please contact Jeremy S. Wu, Program Manager, U.S. Census Bureau, LEHD
Program, Demographic Surveys Division, FOB 3, Room 2138, 4700 Silver Hill Rd., Suitland, MD 20233,
USA. (Jeremy.S.Wu@census.gov http://lehd.dsd.census.gov). I thank Gary Fields, George Jakubson, and
John Abowd for their helpful comments, as well as the members of the Cornell University Research Seminar
on Labor Markets in Comparative Perspective.



form of the equation, namely, a step function by initial earnings quintile. I then ask: does the
�nding of conditional convergence hold when neither SIPP nor DER earnings are treated as equal
to �true�latent earnings? I use two di¤erent methods to obtain an estimate of conditional mobility
that treats neither data source as being free of measurement error: a) instrumental variables (IV)
and generalized method of moments (GMM), and b) maximum likelihood estimation (MLE). I �nd
that conditional convergence does hold when neither earnings source is treated as equal to �true�
latent earnings.
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1 Introduction

Income mobility is de�ned as the change in income from one period to another for the same

individual; compensation mobility concerns the change in incomes from the labor market

(labor earnings plus bene�ts). Earnings mobility concerns only the change in labor earnings,

excluding all bene�ts such as employer contributions to 401(k) plans and health insurance

plans. The empirical literature on income and earnings mobility in various countries around

the world is voluminous; see Atkinson, Bourguignon, and Morrisson (1992) and Baulch and

Hoddinott (2000) for surveys.

It is widely recognized that incomes and earnings are measured with error, the existence

of which casts doubt on some of the main conclusions in the mobility literature (Duncan

and Hill, 1985; Deaton, 1997; Bound, Brown, and Mathiowetz, 2001; Fields et al., 2003).

One problematic area has been that of determining the correlates of individual mobility

within the earnings distribution ("micro mobility"), or which earnings groups experience the

most positive or negative earnings changes. Measurement error in initial earnings produces

a spurious link between earnings change and initial earnings level, possibly producing the

appearance of convergent mobility, i.e. low earners gaining more in dollars or percentages

than high earners. This type of convergence is called unconditional convergence because

it does not condition on other personal characteristics. Conditional convergent mobility

occurs when, holding other things equal, low earners gain more in dollars or percentages

than high earners. Divergent mobility occurs when the opposite is true - high earners gain

more in dollars or percentages than low earners.

Researchers have responded to the concern about measurement error in several ways.

One is to note the concern and proceed to use survey-reported earnings despite it. This is

by far the most common approach to the measurement error issue. A second response is

to use administrative records rather than survey reports. This approach has dominated re-

search on income mobility in France, in which a whole series of studies have been conducted

using administrative data; see, for example, Bigard, Guillotin, and Lucifora (1998), Buchin-

sky, Fougère, and Kramarz (1998), and Buchinsky, Fields, Fougère, and Kramarz (2003),

among others. A third response, found in the U.S. literature, is to measure the di¤erences

between results obtained using survey data compared with the results using administrative

records. Such studies are called �validation studies� and are surveyed in Bound, Brown,

and Mathiowetz (2001).

Following the tradition of these validation studies, in this paper, I explore the �ndings of

unconditional and conditional earnings mobility for the U.S. during the 1990s using a dataset

that contains both survey-based and administrative-based earnings. However, unlike most
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validation studies, I do not treat either earnings source as being free of measurement error.

Rather, I use the two earnings sources simultaneously to obtain mobility estimates that

are adjusted for possible measurement error bias. The main research questions are: 1)is

the �nding of convergence (both conditionally and unconditionally) robust to non-linear

functional forms and alternate samples of the data? and 2)does the �nding of conditional

convergence hold when neither the survey-based (SIPP) earnings nor the administrative-

based (DER) earnings are treated as equal to �true�latent earnings? I use two di¤erent

methods to obtain an estimate of conditional earnings mobility that treats neither data

source as being free of measurement error: a) instrumental variables (IV) and generalized

method of moments (GMM), and b) maximum likelihood estimation (MLE).

The results can be summarized as follows. In answer to the �rst research question, the

�ndings of unconditional and conditional convergence are robust to alternate samples and

to a non-linear functional form of the equation, namely, a step function by initial earnings

quintile. In answer to the second research question, the �nding of conditional convergence

is robust to estimation methods which treat neither survey-based nor administrative-based

earnings as being free of measurement error. However, the amount of convergence found

using these methods is less than the amount of convergence found using either data source

alone. In other words, measurement error in reported earnings causes us to �nd more

conditional convergence than truly took place.

The balance of the paper is organized as follows. I motivate the paper in Section

2, review the previous literature in Section 3, describe the data in Section 4, discuss the

empirical methodology in Section 4, present the results in Section 5, and conclude in Section

6.

2 Motivation

According to the U.S. Census Bureau, earnings inequality was either constant or rising in

the U.S. during the 1990s. In particular, the Census Bureau reports constant earnings

inequality in the U.S. for the early part of the 1990s and again in the later 1990s (U.S.

Census Bureau, 2005).2 From 1992 to 1993, earnings inequality jumped by three Gini

points (the very same time when new methods were used to collect earnings data) (U.S.

Census Bureau, 2004). Though it is impossible to tell whether using the old methods

would have produced constant or rising earnings inequality, there is no evidence whatsoever

2These earnings inequality estimates were produced by the U.S. Census Bureau using cross-sectional data
from the Current Population Survey, Annual Social and Economic Supplement (formerly known as the March
Supplement), rather than from the SIPP panels.
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suggesting that earnings inequality fell in the United States over the period 1990-1999; the
Census Bureau evidence suggests that inequality either rose or remained constant. The

1990s was also a period of growth for the U.S.: real GDP per capita rose from $28,000

to $34,000 (Johnston and Williamson, 2006). The combination of growth with constant

or rising inequality might lead one to expect that persons who start out with the highest

earnings experienced the most positive earnings changes in dollars over time. However, this

is not what Dragoset and Fields (2006) �nd. Using both survey-based and administrative-

based earnings data, we �nd that the individuals in the lowest initial earnings quintile gained

more in dollars from one year to the next over the period from 1990 to 1999.

These two results - constant or rising inequality and convergent mobility in dollars - may

seem to contradict each other, but they can be reconciled (Dragoset and Fields 2006; Fields

and Sanchez Puerta 2007). Inequality estimates such as the Gini coe¢ cient treat the data

as a series of cross sections, while mobility estimates employ the panel aspect of the data

to look at mean earnings changes for named individuals whom we follow over time. Two

things were happening at the same time for the U.S. during the 1990s. One is that the

dollar di¤erences between di¤erent percentiles of the earnings distribution were widening.

The other is that the places in the di¤erent parts of the earnings distribution were being

occupied by di¤erent individuals.

Many economists consider steadily rising inequality to be worrisome for the very reason

mentioned above - that it may indicate a steady decrease in relative earnings for the poorest

earners, while the highest earners continue to gain more in dollars over time. However, if

mobility is very high, that is, if individuals move freely throughout the earnings distribution,

then high inequality becomes less worrisome because we know that the poorest earners are

not necessarily "stuck" at the bottom of the earnings distribution. Therefore, the �nding

of convergent mobility for the U.S. during the 1990s using survey-based data was taken as

good news by many economists. However, this �nding could be due to measurement error.

To see how measurement error a¤ects earnings mobility estimates, let us look at a very

basic earnings mobility model. Unconditional mobility is often estimated using one of the

following equations:

(1) yit � yit�1 = �+ �yit�1 + "it or

(2) yit = �+ 
yit�1 + "it;

where yit represents earnings for individual i at time t, and 
 = � + 1. Both � and 


measure the persistence of earnings over time, or how closely earnings in the current time

period depend upon earnings in the previous time period. A value of �1 < � < 0 or
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0 < 
 < 1 implies convergence and a value of � > 0 or 
 > 1 implies divergence. It is well

known that if measurement error in the right hand side variable follows the classic textbook

model, the estimates of � and 
 will be biased downwards. The same result holds true when

measurement error takes a "mean-reverting" form, de�ned as a negative correlation between

the measurement error and the value of earnings as given by the administrative earnings

(Dragoset and Fields 2006). In other words, measurement error in initial earnings (yit�1)

can cause the appearance of convergent mobility when, in fact, no convergence has truly

occurred.

Dragoset and Fields (2006) attempt to gauge the e¤ect of measurement error on earnings

mobility estimates by comparing estimates obtained from survey-based and administrative-

based data. We �nd convergence (both conditionally and unconditionally) even when using

administrative-based earnings, which are believed to be closer to underlying "true" earnings

than the survey-based earnings. Recall that convergent mobility means that low earners

experience more positive earnings changes than high earners. Strong convergence means

that those individuals with the lowest initial earnings were gaining more in dollars than those

with the highest initial earnings. Weak convergence means that those individuals with the

lowest initial earnings were gaining more in percentages than those with the highest initial

earnings. We used dollar earnings rather than log earnings because a �nding of strong

convergence implies a �nding of weak convergence.

The �nding of convergence using administrative-based earnings was another piece of

evidence taken as good news by many economists, but the work by Dragoset and Fields

(2006) su¤ers from a couple of restrictions. First, we used only linear functional forms to

estimate earnings mobility. One might worry that the �nding of convergence is dependent

upon the functional form, because of the fact that equation (1) assumes a single rate of

convergence (or divergence) for all individuals. This paper investigates whether the �nding

of convergence is robust to non-linear functional forms which do not assume a single rate

of convergence for all individuals. Second, we did not utilize the SIPP and DER earnings

simultaneously to obtain mobility estimates that were unbiased by measurement error, which

this paper does. We believe that when equations (1) or (2) are estimated using either SIPP

or DER earnings separately, measurement error in initial earnings causes the coe¢ cient

estimates to be biased because the observed initial earnings are correlated with the error

term in the model. This paper uses SIPP and DER earnings to instrument for each other

in an attempt to correct this bias. I instrument using two slightly di¤erent models - one

speci�ed in earnings levels (which assumes a classical measurement error model) and one

speci�ed in earnings changes (which assumes a "mean-reverting" measurement error model).

This paper also uses a maximum likelihood technique to estimate an earnings model in
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which the variance components of the error term are estimated directly. The SIPP and

DER earnings are stacked and the measurement errors of each are identi�ed simultaneously,

while the earnings mobility estimate is identi�ed o¤ of the autocorrelation coe¢ cients of the

error terms.

3 Previous Evidence

There is very little evidence concerning how much mobility estimates may be a¤ected by

measurement error. A very large literature uses only survey-based data to study earnings

mobility in the U.S. or other countries. See Atkinson, Bourguignon, and Morrisson (1992)

for an excellent review of the earlier literature. Later studies include Abowd and Card

(1989), Buchinsky and Hunt (1996), Burkhauser, Holtz-Eakin, and Rhody (1997), Gittleman

and Joyce (1995, 1996), Gottschalk et al (1994), Gottschalk and Mo¢ tt (2002), Haider

(2001), Hause (1980), Hungerford (1993), Levy and Murnane (1992), Lillard and Weiss

(1979), Lillard and Willis (1978), MaCurdy (1982), and Shorrocks (1981). A much smaller

literature uses only administrative-based data to study mobility. In an attempt to work

with an error-free measure of earnings, a number of researchers working on France have

used administrative-based earnings measures rather than survey-based earnings measures,

see, for example, Bigard, Guillotin, and Lucifora (1998), Buchinsky, Fougère, and Kramarz

(1998), and Buchinsky, Fields, Fougère, and Kramarz (2003). Baker and Solon (2003) used

Canadian tax records to study earnings dynamics and inequality.

The previous literature o¤ers a small number of studies that make selective comparisons

of survey-based versus administrative-based results; please see Bound, Brown, and Math-

iowetz (2001) for a complete survey of this literature through the 1990s and Abowd and

Stinson (2005) and Gottschalk and Huynh (2006) for more recent contributions. Duncan

and Hill (1985), Bound and Krueger (1991), Bound et al. (1994), and Pischke (1995) all �nd

evidence of "mean-reverting measurement error," de�ned as low earners tending to overstate

earnings in surveys relative to administrative reports and high earners tending to understate

them. Bound and Krueger (1991) report that for men nearly 65% of the observed varia-

tion in earnings changes is true variation, while for women the corresponding percentage is

80%. Pischke (1995) was the �rst of these studies to establish the relationship between mea-

surement error and earnings dynamics. Pischke proposes a simple model in which annual

earnings are composed of a permanent (random-walk) component and a transitory (white

noise) component and measurement error is composed of a person-speci�c component which

is constant over time, a component which is correlated with the transitory component of

earnings, and white noise. When this model is applied to the Panel Study of Income Dy-
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namics Validation Study (PSIDVS) data, the implications for earnings dynamics are that

the white-noise error more than o¤sets the underreporting of transitory earnings, resulting

in a slight understatement of the permanence in earnings changes in the survey-based data,

relative to the administrative-based data. In other words, using this particular measurement

error model, Pischke shows that the autocorrelations in earnings changes can be estimated

correctly using only survey-based data, despite this measurement error. Pischke �nds a

slightly higher ratio of true variation to total variation in earnings changes than do Bound

and Krueger - 0.8, to be exact. All of these authors use data for the U.S. that is earlier

than the 1990s. In addition, the PSIDVS sample was small and not representative. This

study builds on the previous work by using a larger and nationally representative sample to

study the e¤ect of measurement error on earnings changes estimates during the 1990s.

Abowd and Stinson (2005) created a person-job level dataset from the SIPP-SSA public

use �le used in this study by matching each SIPP respondent�s reported jobs to his/her

jobs from the Detailed Earnings Record (taken from Box 1 on the W-2 form) by employer

name. Assuming that neither survey-based nor administrative-based earnings equal "true"

earnings, but that both are measured with error, they estimated the ratio of true to total

variance to be between 0.85 and 0.87 for survey-based earnings and between 0.73 and 0.80 for

administrative-based earnings; the corresponding ratios for survey-based earnings changes

and administrative-based earnings changes were 0.71 and 0.75, respectively. This study

estimates a similar model for earnings, but does not use the imputed DER earnings and

does not control for �rm e¤ects. Because this paper does not used matched SIPP and DER

jobs, the estimates do not su¤er from possible job mismatch errors.

As stated above, several studies �nd evidence of "mean-reverting" measurement error, or

a negative correlation between the measurement error and the value of earnings as given by

the employer-recorded or administrative earnings. To formalize how this �nding will a¤ect

estimates of micro mobility (following Kim and Solon 2005), consider the textbook model of

errors-in-variables:

(3) yit = y
�
it + wit

where yit is observed earnings, y�it is "true" latent earnings, and the measurement error wit
is assumed to have zero mean and to be orthogonal to y�it. This model can be viewed as a

restricted version of a more general model of measurement error:

(4) yit = ni + �y
�
it + wit

where ni is an individual-speci�c e¤ect for reporting error and wit is again uncorrelated with

yit and each of its determinants. The textbook model of measurement error is the case
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where ni = 0 and � = 1. The evidence of "mean-reverting" measurement error found in the

literature corresponds to a value of � that falls between 0 and 1. Di¤erencing equation (4)

leads to

(5) �y = ��y� +�w:

Now suppose the earnings mobility equation we wish to estimate takes the following form:

(6) �y� = ��x+ "

where x is a vector of determinants and " is independently and identically distributed and

orthogonal to �x. What the researcher is actually able to estimate is the following:

(7) �y = �1�x+ "2:

Least squares will provide a consistent estimate of �1since both components of the error term

("2 and �w) are orthogonal to the regressors. But if 0 < � < 1, then least squares provides

estimates of � that are biased downward by � (i.e., plim �̂1 = ��). Bound et al. (1994)

estimate equation (5) and obtain a value for � of 0.779 (with standard error 0.041) using

least squares.

Many earnings mobility studies in the United States and elsewhere seek to estimate

the following type of conditional model which includes lagged earnings as an explanatory

variable:

(8) �y� � y�it � y�it�1 = �x+ �y�it�1 + ".

What the researcher is actually able to estimate is the following:

(9) �y = �1x+ �1yit�1 + ";

where, for the univariate case, plim �̂1 = �� and

(10) plim �̂1 =
�V ar(y�it�1)

V ar(y�it�1) + (1=�
2)V ar(wit�1)

:

See the appendix for the derivation of (10). It is easy to see that certain types of measure-

ment error will cause biased mobility estimates.

Gottschalk and Huynh (2006) derive the analytical link between mean-reverting mea-

surement error and two measures of mobility - the elasticity of log earnings with respect to

lagged earnings and the correlation between current log earnings and lagged log earnings -

and show that the various biases from mean-reverting measurement error act in o¤setting
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directions. Speci�cally, their decomposition equation is of the form

(11) �̂yy�1 = �yy�1(1 + f(�wy� � �w�1y��1)
var(y��1)

var(y�1)
g) +

f(�wy� � �w")
var(")

�yy�1var(y�1)
g+ f[�ww�1 + �"w�1 � �]

var(w�1)

var(y�1)
g;

where b�yy�1 is the slope coe¢ cient from a regression of log earnings on lagged log earnings:

(12) yit = �yy�1yit�1 + ";

and the measurement error in log earnings and lagged log earnings takes the following text-

book model form:

(13) yit = y
�
it + wit

(14) yit�1 = y
�
it�1 + wit�1;

where measurement errors wit and wit�1 are assumed to have zero mean and to be orthogonal

to y�it and y
�
it�1, respectively. Using the SIPP-SSA linked data, which is what I also use,

Gottschalk and Huynh �nd that the mean-reverting measurement error in SIPP earnings

almost completely o¤sets the bias of classical measurement error, resulting in very similar

mobility estimates using survey-based and administrative-based earnings.

In summary, my review of the literature has found scattered evidence concerning how

much estimates of earnings mobility may be a¤ected by measurement error. To the best of

my knowledge, no previous study uses both survey-based and administrative-based earnings

to test whether the �nding of convergence is robust to various functional forms and to

models which use both earnings sources simultaneously to obtain mobility estimates that

are unbiased by measurement error.

4 Data Description

In this research, I use a new dataset called the Survey of Income and Program Participation-

Social Security Administration Public Use File (SIPP-SSA PUF), Version 4.0, which was

created by the Longitudinal Employer Household Dynamics (LEHD) program at the U.S.

Census Bureau. The dataset contains individually reported total annual labor earnings from

the SIPP linked by Social Security Number (SSN) to employer reported total annual labor

earnings subject to income tax from the Social Security Administration�s Detailed Earnings

Record (DER).
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The SIPP-SSA person-level �le contains �ve stacked SIPP panels (1990, 1991, 1992, 1993,

and 1996). Some of the panels overlap chronologically, but each panel surveys a disjoint

group of individuals. Together, the �ve panels cover all the years from 1990-1999. The 1990

and 1991 panels are two years long (e.g., the 1990 panel includes earnings data for 1990 and

1991), the 1992 and 1993 panels are three years long, and the 1996 panel is four years long.

When studying earnings changes from one year to the next (called "one-year" mobility), I

use all �ve panels. When studying three-year mobility from 1996-1999, I use the 1996 panel

only. The instrumental variables estimation of Section 4.1 requires at least three years of

consecutive earnings for every individual, in which case I use only the 1992, 1993, and 1996

panels.

Stacked together, the �ve panels include a total of 353,120 individuals. Each individual�s

record includes self-reported SIPP earnings for the years covered by the particular panel in

which s/he was interviewed. The dataset also includes several key variables reported on the

SIPP survey (race, age, gender, marital status, etc) and a �ag variable indicating whether

the individual has a validated social security number (SSN) and was thus able to be matched

to his/her record in the SSA data. The method for validating SSNs for all �ve of the SIPP

panels was as follows: If a SIPP respondent refused to provide an SSN, then no attempt was

made to obtain a match for that person in the administrative data. If a respondent provided

an SSN, then a clerk used their name, address, and personal information to look them up in

the SSA master �le of all applications for Social Security cards (called the Numident �le).

If the Numident SSN matched the self-reported SSN, then the record was labeled as having

a validated SSN. In cases where the Numident SSN was di¤erent from the self-reported

SSN, the clerk �lled in the correct SSN from the Numident �le and the record was labeled

as having a validated SSN.

For those individuals who have a validated SSN, the person-level dataset includes annual

earnings subject to FICA as reported on the Social Security Administration�s Summary

Earnings Record (SER), which are capped at the FICA taxable maximum, and the annual

detailed earnings records (DER) as reported in the Social Security Administration�s Master

Earnings File, which are taken directly from Box 1 on the W-2 form and are not capped.

The SER earnings are available for each individual for every year from 1951 to 2003. The

DER earnings are available for each worker-employer combination for every year from 1978

through 2003. These job-level earnings are summed across employers to obtain total annual

DER earnings for each individual.

If an individual does not have a validated SSN, then his/her SSA annual earnings (both

SER and DER) were imputed using a multiple imputation technique for nonresponse in

surveys. I exclude these individuals from the sample. Dropping individuals who do not have
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a validated SSN assumes that SSNs are missing completely at random. Missing completely

at random means that the probability of an observation being missing (being without a

validated SSN) does not depend on observed or unobserved measurements. This is unlikely

to be true. It is far more likely that the set of individuals who have a validated social

security number di¤ers systematically from the set of individuals who do not. Indeed the

data con�rm this hypothesis, which I will discuss shortly. However, I feel that the advantage

of having reported (as opposed to imputed) DER earnings that is gained by using only

individuals with a validated social security number far outweighs the disadvantage of having

a sample that is only representative of the population of individuals with validated social

security numbers, as opposed to being representative of the entire population. Therefore I

use only those individuals with validated social security numbers and claim that my sample

is representative of the civilian non-institutionalized U.S. population of individuals with

validated SSNs.3

One would like to know whether the sample of individuals with validated SSNs is rep-

resentative of the entire civilian non-institutionalized U.S. population of individuals, both

with and without validated SSNs. One way to test this is to see whether the percentage

of people with validated SSNs is the same for key personal characteristics as it is for the

whole sample. Table 1 shows the percentage of observations who have validated SSNs bro-

ken into groups by demographic variables and other key variables in the data. For most

groups, the percentage of observations with validated SSNs is close to 82.92%, which is the

percentage of observations in the whole sample with validated SSNs. For a few groups (His-

panic, never married, and born outside the U.S.) the percentage is slightly smaller (around

75%). Because I am including only those individuals with validated SSNs, my sample likely

includes fewer illegal immigrants than a representative sample would. The fact that there

are fewer individuals born outside the U.S. in my sample than in the whole sample supports

this hypothesis. A second way to test whether my sample is representative of the entire

civilian non-institutionalized population is to compare the means and variances of several

key variables across the two samples. These are shown in Table 2. For no variable do I

reject the hypothesis that the means are equal for the two samples. Thus, Tables 1 and 2

together provide evidence that the set of individuals with validated Social Security numbers

is mostly similar to the set of all individuals, both with and without validated SSNs, in the

sample. The total number of individuals in the �ve SIPP panels with validated SSNs is

242,600.

All of the individuals with validated SSNs have non-missing SER and DER earnings.

3My dissertation will include an appendix in which I rerun all estimations from this paper using the full
sample of individuals, both with and without validated SSNs.
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However, some of these individuals have missing SIPP data. It is well known that ignoring

missing data will result in a self-selection bias for regression coe¢ cients because the miss-

ing data is not likely missing at random but is in fact correlated with other variables in

the survey. Usual corrections for this self-selection bias include the maximum likelihood

method of Griliches, Hall, and Hausman (1978) or Heckman�s (1979) 2-stage procedure.

However, when estimating earnings changes regressions for multiple time periods simulta-

neously, these method can become quite complicated because the self-selection condition

for each respondent will depend on an entire sequence of stochastic disturbances. In ad-

dition, the likelihood function might involve cross products between these disturbances and

individual demographic characteristics. An alternative method is to impute missing data.

As part of the Census Bureau project which created this dataset, all SIPP data that were

originally missing were completed using multiple imputation methods originally proposed by

Rubin (1993) and updated by Raghunathan et al (2003). This imputation resulted in four

completed datasets which each contain the "true" underlying microdata where they were

available (or non-missing) and imputed missing data. These four completed datasets are

analyzed by �rst analyzing each completed dataset separately and then combining results

(such as regression coe¢ cients) using formulas presented in Rubin (1987). Choosing to use

multiply imputed data ensures that the mobility estimates presented in this paper do not

su¤er from attrition or self-selection biases; they could, however, include new biases resulting

from poor imputation models. This paper is part of a larger Census Bureau project to assess

the imputation quality of the multiply completed SIPP-SSA �le.

I use three di¤erent samples in this paper, which I will refer to as the regular sample, the

positive earners sample, and non-imputed earners sample. All three samples include only

individuals ages 25-60 with validated SSNs who were labor force participants in all relevant

consecutive years (e.g., two consecutive years for one-year mobility, four consecutive years

for three-year mobility, etc). An individual was de�ned as a labor force participant if s/he

either a) had positive SIPP earnings for the year, b) had positive DER earnings for the

year, or c) reported in the SIPP that s/he was actively looking for work during at least one

month of that year. The positive earners sample further restricts the sample to include only

those individuals who had positive SIPP and DER earnings for all relevant consecutive years.

The economic decisions and processes that determine whether an individual has any labor

earnings at all are likely very di¤erent from those decisions and processes that determine

how much an individual earns. Using the positive earners sample ignores the �rst set of

decisions/processes and focuses instead on how much an individual earns given that s/he had

positive earnings in a given year and in previous years. The non-imputed earners sample

further restricts the sample to include only those individuals who had non-imputed, positive
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SIPP and DER earnings for all relevant consecutive years. The SIPP collects information

on earnings at a monthly level. Reported earnings are then summed across twelve months

to create the annual earnings measure used in this study. The non-imputed earners sample

includes only those individuals who had non-missing SIPP earnings in all twelve months for

all relevant years and is thus much smaller than the other two samples.

Each of the three samples is trimmed using the following method. First, I estimated

a mixed e¤ect model for year-speci�c SIPP earnings with �xed personal characteristics and

random person and employer e¤ects using only SIPP earnings data that were within �ve

standard deviations of the year-speci�c SIPP earnings mean. Then I created a residual

for every observation, including those not used to �t the model. I repeated this process

using DER earnings. Using the residual variances from these two models, I dropped year-

individual observations with either the SIPP residual or the DER residual (or both) greater

than �ve residual standard deviations.

Finally, depending on which time frame for mobility is being used, all sets of consecutive

years of earnings are stacked. For example, to study one-year earnings changes, I stack

all sets of two consecutive years from 1990-1991 up to 1998-1999. The reason for this is

that I wish to study mobility throughout the 1990s, rather than mobility in any particular

year. As a result of this stacking, some individuals appear more than once in my sample

(for example, if they were labor force participants from 1997-1998 and were also labor force

participants from 1998-1999).

A few �nal items should be noted. First, all earnings variables are expressed as real

earnings in January 1995. Second, all of the SIPP panels are strati�ed multistage probability

samples rather than simple random samples. The results presented in this paper take into

account the SIPP sampling error resulting from this multistage sampling design by clustering

on the primary sampling unit, which is the �rst-stage cluster in the SIPP sampling design.

4.1 SIPP earnings vs. DER earnings

I de�ne "true" latent earnings as the earnings obtained from the labor market, exclusive of

other compensation such as bene�ts. "True" earnings include pre-tax employee contributions

to deferred compensation plans, such as 401(k) retirement plans, and pre-tax employee-paid

health insurance plan premiums. "True" earnings do not include any type of bene�ts, such as

employer contributions to health insurance plans and deferred compensation plans, Medical

Savings Accounts, educational assistance above a certain monetary level, fringe bene�ts,

etc.

I have several reasons to believe that the DER earnings measure is as close to "true"
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latent earnings as it is possible to get, though I will not assume in this study that it is

completely free of measurement error. First, the DER earnings measure is not capped at

the FICA taxable maximum amount as is the SER earnings measure used in many previous

earnings validation studies. Second, I am able to distinguish between self-employment

DER earnings and employer DER earnings in the job-level dataset. This study will use

only those jobs that represent wage and salary earnings and will exclude self-employment

income. Hence, summing the DER earnings measure across jobs for each individual provides

a measure of total employer-reported annual labor earnings from all jobs. This measure is

directly comparable to the SIPP measured of annual labor earnings constructed by summing

twelve monthly values of wage and salary earnings reported by the SIPP respondent.

There are several circumstances under which DER earnings may not equal "true" earn-

ings. The �rst arises when an employee underreports tips and other earnings to the employer.

I would prefer to drop all occupations which are likely to have large portions of their earnings

in the form of tips, but the occupation variable available on the SIPP-SSA public use �le

is too coarse for this, with only �ve categories. Second, there are two items which may be

reported under "gross earnings" on an employee�s pay stub and which I include in my de�ni-

tion of "true" earnings, but which are not included in Box 1 on the W-2 form: pre-tax health

insurance plan premiums and pre-tax contributions to deferred compensation plans, such as

401(k) retirement plans. Health insurance plan premiums are not likely to be missing from

the DER earnings measure in a way that varies systematically with any of the explanatory

variables, and hence will not bias the mobility estimates. Pre-tax contributions to deferred

compensation plans are reported elsewhere on the W-2 form (for example in Box 13 in 1999)

and I added them to Box 1 to obtain gross earnings. Thirdly, DER earnings can include

the following items, all of which employers are required to report as part of taxable income:

employer contributions to health insurance plans, Medical Savings Accounts, educational

assistance above a certain monetary level, certain types of fringe bene�ts, etc.

DER earnings may di¤er from SIPP reported earnings in the following circumstances,

even though these di¤erences are not a result of measurement error in either SIPP or DER

earnings. First, SIPP respondents are only asked to report earnings on at most two jobs in

any given month. If the respondent held more than two jobs in that month, then the DER

annual earnings measure will include earnings from all employers for that month, while the

SIPP annual earnings measure will not include earnings from the additional jobs. Second,

annual SIPP earnings are topcoded (at $150,000 for the 1996 panel and at $100,000 for

the earlier panels) while DER earnings are not. However, the individuals a¤ected by this

topcoding are not included in our sample as a result of the trimming described above.

For a number of reasons - because the DER earnings are not capped, because I am not
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including self-employment income, because I can add pre-tax contributions to deferred com-

pensation plans onto Box 1 earnings, and because health insurance plan premiums missing

from DER earnings are not likely to be correlated with other variables in the dataset - I

believe that the DER earnings measure is as close to "true" earnings as it is possible to

get. However, because the DER earnings may not include tips and health insurance plan

premiums and may include employer contributions to health insurance plans and other such

bene�ts, I will not assume in this study that DER earnings are without measurement error

(i.e., equal to "true" earnings).

5 Empirical Methodology

The �rst research question asks: are the �ndings of unconditional and conditional convergence

robust to non-linear functional forms and alternate samples of the data? I use two non-

linear functional forms: 1) a step function by initial earnings quintile and 2) a non-parametric

speci�cation. I use three di¤erent samples, which I will refer to as the regular sample, the

positive earners sample, and non-imputed earners sample. These samples are described in

Section 3.

The question of unconditional convergence asks whether low initial earners or high ini-

tial earners experienced more positive earnings changes. I use the following linear base

speci�cation to study unconditional convergence:

(15) yit � yit�1 = �+ �yit�1 + "it and

(16) yit � yit�3 = �+ �yit�3 + "it;

where yit represents dollar earnings for individual i in time period t. Equation (15) studies

one-year mobility and equation (16) studies three-year mobility. To estimate equation (15),

I stack all sets of two consecutive years of earnings from 1990-1991 up to 1998-1999. As a

result of this stacking, some individuals appear more than once in the sample (for example,

if they were labor force participants from 1997-1998 and were also labor force participants

from 1998-1999). To estimate equation (16), I use only the 1996 SIPP panel to study

earnings changes over the four-year period from 1996-1999. Both equations (15) and (16)

are estimated separately for SIPP and DER earnings. The second speci�cation is a step
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function by initial earnings quintile:

(17) yit � yit�1 = �+ �0Quintile2it�1 + �1Quintile3it�1 + �2Quintile4it�1

+�3Quintile5it�1 + "it and

(18) yit � yit�3 = �+ �0Quintile2it�3 + �1Quintile3it�3 + �2Quintile4it�3

+�3Quintile5it�3 + "it;

where Quintile1-Quintile5 are dummy variables equal to 1 if the individual�s earnings in

that time period were in that quintile of the earnings distribution. Quintile 1 is the lowest

quintile and is the excluded group; Quintile 5 is the highest earnings quintile. The third

speci�cation estimates equations (15) and (16) using non-parametric regressions.

The question of conditional convergence asks whether, holding other things equal, low

initial earners or high initial earners experienced more positive earnings changes. I use the

following linear base speci�cation to study unconditional convergence:

(19) yit � yit�1 = �+ �0Zi + �1Expit�1 + �2yit�1 + "it and

(20) yit � yit�3 = �+ �0Zi + �1Expit�3 + �2yit�3 + "it;

where yit represents dollar earnings for individual i in time period t, Zi includes dummy

variables for gender, race, age, education (all time-invariant variables), and Expit represents

experience. Age is broken into three levels: ages 25-36, 37-48, and 49-60, with the youngest

individuals being the excluded group. Education is also broken into three levels: no high

school degree, high school degree, and college degree or higher, with the least educated

individuals being the excluded group. Experience is calculated from the Social Security

earnings history and equals the total number of years between age 25 and the current year

during which the individual had positive social security earnings (SER earnings). I do

not interpret this as a causal model of earnings changes, but rather a way of answering the

question of which individuals (in terms of initial earnings level, race, gender, and broad levels

of age and education) experienced the most positive earnings changes, holding other things

equal. For this reason, notice that I do not include certain other variables that one would

usually expect in an earnings equation, such as age squared, or interaction terms between

race, gender, and education. The second speci�cation is a step function by initial earnings
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quintile:

(21) yit � yit�1 = �+ �0Zi + �1Expit�1 + �2Quintile2it�1 + �3Quintile3it�1

+�4Quintile4it�1 + �5Quintile5it�1 + "it and

(22) yit � yit�3 = �+ �0Zi + �1Expit�3 + �2Quintile2it�3 + �3Quintile3it�3

+�4Quintile4it�3 + �5Quintile5it�3 + "it;

where Quintile1-Quintile5 are dummy variables equal to 1 if the individual�s earnings in

that time period were in that quintile of the earnings distribution. Quintile 1 is the lowest

quintile and is the excluded group; Quintile 5 is the highest earnings quintile. The third

speci�cation estimates equations (19) and (20) using non-parametric regressions.

All of the regressions discussed in this section are weighted. As part of the Census

Bureau project which created the SIPP-PUF �le, a weight was created for all �ve stacked

panels which makes the panels representative of the Decennial Census U.S. population of

all civilian, non-institutionalized individuals as of April 1st, 2000. When studying one-year

earnings changes, this Decennial weight is used. When studying three-year mobility, which

uses only the 1996 SIPP panel, the person weight from that panel is used. Using weights can

cause regression coe¢ cients to be biased when earnings are used as an independent variable

because income is included in the stratum for building the weights, which causes the weights

to be endogenous in the model. As a robustness check, all of the OLS regressions are run

once using weights and once without weights. I now turn to the second research question.

5.1 Instrumental Variables - Methodology

The second research question asks: does the �nding of conditional convergence hold when

neither SIPP nor DER earnings are treated as equal to �true� latent earnings? I use two

di¤erent methods to obtain an estimate of conditional mobility that treats neither data

source as being free of measurement error: 1) instrumental variables (IV) and generalized

method of moments (GMM), and 2) maximum likelihood estimation (MLE). I will discuss

the details of the IV and GMM estimation �rst.

Recall that when estimating equations (19) and (20), measurement error in earnings

causes the lagged earnings variable on the right hand side of the equation to be correlated

with the error term, thus producing biased estimates of �2. The method of instrumental

variables (IV) addresses this problem by replacing the lagged earnings variable on the right

hand side of the equation with an instrumental variable which is correlated with the lagged

earnings but uncorrelated with the error term in the equation. This study uses SIPP
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and DER earnings as instruments for each other. Before moving on to the details of the

estimation, let us rewrite the conditional convergence equation (19) separately for SIPP and

DER earnings:

(23a) ln(ySIPPit)� ln(ySIPPit�1) = �SIPP + �SIPP0 Zi + �
SIPP
1 Expit�1 + �

SIPP
2 ln(ySIPPit�1)

+"SIPPit

(23b) ln(yDERit)� ln(yDERit�1) = �DER + �DER0 Zi + �
DER
1 Expit�1 + �

DER
2 ln(yDERit�1)

+"DERit :

Earnings are now speci�ed in logs rather than dollars, because I want to control for di¤erences

in scale when using IV andMLEmethods. Let us make one further transformation as follows:

(24a) ln(ySIPPit) = �SIPP + �SIPP0 Zi + �
SIPP
1 Expit�1 + 


SIPP ln(ySIPPit�1) + "
SIPP
it

(24b) ln(yDERit) = �DER + �DER0 Zi + �
DER
1 Expit�1 + 


DER ln(yDERit�1) + "
DER
it ;

where 
SIPP = 1+ �SIPP2 and 
DER = 1+ �DER2 . One might worry that if "SIPPit and "DERit

are not identically and independently distributed, that this transformation will not provide

equivalent estimates of �0 and �1 across equations (23) and (24) and that 
 will not equal

1+�2. I �nd in our data that this is not the case. Columns (1) and (2) of Tables 6 through

9 present estimates of equations (23) and (24). We see that indeed, �0 and �1 are equivalent

across these two equations, and that 
 = 1 + �2 using both SIPP and DER earnings.

A value of �1 < �2 < 0 or 0 < 
 < 1 corresponds to a �nding of convergence, while a
�nding of �2 > 0 or 
 > 1 corresponds to a �nding of divergence. In the language of the

mobility literature, we are interested in the amount of time dependence - to what degree

earnings in the current year depend upon earnings in the previous year. In the language of

the broader labor economics literature, we are interested in how persistent earnings are over

time - do they perform as a random walk from one year to the next or is there persistence

in earnings over time? The amount of persistence is measured by the magnitude of 
. The

closer 
 is to 1 (or the closer �2 is to 0), the less persistence there is in earnings over time,

and the further away 
 is from 1 (or the further away �2 is from 0), the more persistence

there is in earnings over time. I now turn to the IV estimation in detail.

Let us �rst assume that measurement error in SIPP and DER earnings is classical (I will

drop this assumption shortly). Speci�cally, let us assume that measurement error follows
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the textbook model in which we observe ln(ySIPPit) and ln(yDERit):

(25a) ln(ySIPPit) = ln(y�it) + wit

(25b) ln(yDERit) = ln(y�it) + vit OR

(26a) ln(y�it) = ln(ySIPPit)� wit
(26b) ln(y�it) = ln(yDERit)� vit
(27a) E(wit) = 0

(27a) E(vit) = 0

(28a) Cov(ln(y�it); wit) = 0

(28b) Cov(ln(y�it); vit) = 0

(29) Cov(wit; vit) = 0;

where ln(y�it) represents the log of true "latent" earnings, and wit and vit have zero mean

and are orthogonal to ln(y�it) and to each other. The equation I wish to estimate is:

(30) ln(y�it) = �+ �0Zi + �1Expit�1 + 
 ln(y
�
it�1) + "it:

Plug (26a) into (30) and rearrange:

(31a) ln(ySIPPit)� wit = �+ �0Zi + �1Expit�1 + 
(ln(ySIPPit�1)� wit�1) + "it
(32a) ln(ySIPPit) = �+ �0Zi + �1Expit�1 + 
 ln(ySIPPit�1) + "it + wit � 
wit�1:

I will now instrument for lagged SIPP earnings with lagged DER earnings. The lagged

DER earnings, which are equal to ln(yDERit�1) = ln(y�it�1) + vit�1, are not correlated with

the error term in (32a). The 1st stage IV equation is:

(33a) ln(ySIPPit�1) = �+ �0Zi + �1Expit�1 + � ln(yDERit�1) + eit;

which is used to get predicted values ln(y0SIPPit�1). The 2nd stage IV equation is:

(34a) ln(ySIPPit) = �+ �0Zi + �1Expit�1 + 
 ln(y
0
SIPPit�1) + uit:

I also repeat this exercise using lagged SIPP earnings to instrument for lagged DER earnings.
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Plug (26b) into (30) and rearrange:

(31b) ln(yDERit)� vit = �+ �0Zi + �1Expit�1 + 
(ln(yDERit�1)� vit�1) + "it
(32b) ln(yDERit) = �+ �0Zi + �1Expit�1 + 
 ln(yDERit�1) + "it + vit � 
vit�1:

I will now instrument for lagged DER earnings with lagged SIPP earnings. The lagged

SIPP earnings, which are equal to ln(ySIPPit�1) = ln(y�it�1) + wit�1, are not correlated with

the error term in (32b). The 1st stage IV equation is:

(33b) ln(yDERit�1) = �+ �0Zi + �1Expit�1 + � ln(ySIPPit�1) + cit;

which is used to get predicted values ln(y0DERit�1). The 2nd stage IV equation is:

(34b) ln(yDERit) = �+ �0Zi + �1Expit�1 + 
 ln(y
0
DERit�1) + dit:

It is unlikely that measurement error in earnings follows the textbook model. Duncan

and Hill (1985), Bound and Krueger (1991), Bound et al. (1994), and Pischke (1995) all

�nd evidence of "mean-reverting" measurement error, de�ned as low earners tending to

overstate earnings in surveys relative to administrative reports and high earners tending

to understate them. Furthermore, it is unlikely that wit and vit are uncorrelated. For

example, underreported tips that are missing from the DER earnings measure are most

likely missing from the SIPP earnings measure as well. I therefore redo the IV estimation

using �rst di¤erences and a "mean-reverting" model for measurement error. Speci�cally, let

us assume that measurement error takes the following form, in which we observe ln(ySIPPit)

and ln(yDERit):

(35a) ln(ySIPPit) = �SIPP ln(y�it) + ni + pi + wit

(35b) ln(yDERit) = �DER ln(y�it) + ni + qi + vit OR

(36a) ln(y�it) =
1

�SIPP
[ln(ySIPPit)� ni � pi � wit]

(36b) ln(y�it) =
1

�DER
[ln(yDERit)� ni � pi � wit]

(37a) E(wit) = 0

(37a) E(vit) = 0

(38a) Cov(ln(y�it); wit) = 0

(38b) Cov(ln(y�it); vit) = 0

(39) Cov(wit; vit) = 0;
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where ln(y�it) represents the log of true "latent" earnings, ni is an individual-speci�c reporting

error which is constant over time and which a¤ects both the SIPP and DER earnings, pi
and qi are individual-speci�c reporting errors which are constant over time and which are

unique to the SIPP and DER, and where wit and vit have zero mean and are orthogonal to

ln(y�it) and to each other. This model allows for measurement error components which are

common to both SIPP and DER (captured by ni), such as missing tips. This model also

allows for measurement error components which are unique to SIPP and DER (captured by

pi and qi), such as the pre-tax health insurance plan premiums which are missing from DER

earnings but likely not missing from SIPP earnings. The key assumption of the following

instrumental variables estimation is that the measurement error component which is common

to both SIPP and DER (captured by ni) is constant over time, so that taking �rst di¤erences

rids the equation of this component. To see this, �rst plug (36a) into (30) (the equation we

wish to estimate) and rearrange:

(40a)
1

�SIPP
[ln(ySIPPit)� ni � pi � wit] = �+ �0Zi + �1Expit�1

+

1

�SIPP
[ln(ySIPPit�1)� ni � pi � wit�1] + "it

(41a) ln(ySIPPit) = �SIPP�+ �SIPP�0Zi + �
SIPP�1Expit�1

+
 ln(ySIPPit�1) + (1� 
)ni + (1� 
)pi + wit
�
wit�1 + �SIPP "it:

Now rewrite this equation for period t-1 and solve for (1� 
)ni + (1� 
)pi:

(42a) ln(ySIPPit�1) = �SIPP�+ �SIPP�0Zi + �
SIPP�1Expit�2 + 
 ln(ySIPPit�2)

+(1� 
)ni + (1� 
)pi + wit�1 � 
wit�2 + �SIPP "it�1
(43a) (1� 
)ni + (1� 
)pi = ln(ySIPPit�1)� �SIPP�� �SIPP�0Zi � �SIPP�1Expit�2

�
 ln(ySIPPit�2)� wit�1 + 
wit�2 � �SIPP "it�1:
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Next plug (43a) into (41a) for (1� 
)ni + (1� 
)pi to get:

(44a) ln(ySIPPit) = �SIPP�+ �SIPP�0Zi + �
SIPP�1Expit�1 + 
 ln(ySIPPit�1)

+ ln(ySIPPit�1)� �SIPP�� �SIPP�0Zi
��SIPP�1Expit�2 � 
 ln(ySIPPit�2)� wit�1 + 
wit�2
��SIPP "it�1 + wit � 
wit�1 + �SIPP "it

(45a) ln(ySIPPit)� ln(ySIPPit�1) = �SIPP�1(Expit�1 � Expit�2) + 
(ln(ySIPPit�1)
� ln(ySIPPit�2)) + wit � wit�1 + 
wit�2 � 
wit�1
+�SIPP "it � �SIPP "it�1:

I will now instrument for lagged SIPP earnings changes with lagged DER earnings changes.

The lagged DER earnings changes, which are equal to

(46a) ln(yDERit�1)� ln(yDERit�2) = �DER ln(y�it�1) + vit�1 � �DER ln(y�it�2)� vit�2;

are not correlated with the error term in (45a). The 1st stage IV equation is:

(47a) ln(ySIPPit�1)�ln(ySIPPit�2) = b(Expit�1�Expit�2)+�(ln(yDERit�1)�ln(yDERit�2))+eit;

which is used to get predicted values ln(y0SIPPit�1)�ln(y0SIPPit�2). The 2nd stage IV equation
is:

(48a) ln(ySIPPit)�ln(ySIPPit�1) = b1(Expit�1�Expit�2)+
(ln(y0SIPPit�1)�ln(y0SIPPit�2))+uit:

I also repeat this exercise using lagged SIPP earnings changes to instrument for lagged

DER earnings changes. First plug (36b) into (30) (the equation I wish to estimate) and

rearrange:

(40b)
1

�DER
[ln(yDERit)� ni � pi � vit] = �+ �0Zi + �1Expit�1

+

1

�DER
[ln(yDERit�1)� ni � pi � vit�1] + "it

(41b) ln(yDERit) = �DER�+ �DER�0Zi + �
DER�1Expit�1

+
 ln(yDERit�1) + (1� 
)ni + (1� 
)pi
+vit � 
vit�1 + �DER"it:
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Now rewrite this equation for period t-1 and solve for (1� 
)ni + (1� 
)pi:

(42b) ln(yDERit�1) = �DER�+ �DER�0Zi + �
DER�1Expit�2 + 
 ln(yDERit�2)

+(1� 
)ni + (1� 
)pi + vit�1 � 
vit�2 + �DER"it�1
(43b) (1� 
)ni + (1� 
)pi = ln(yDERit�1)� �DER�� �DER�0Zi � �DER�1Expit�2

�
 ln(yDERit�2)� vit�1 + 
vit�2 � �DER"it�1:

Next plug (43b) into (41b) for (1� 
)ni + (1� 
)pi to get:

(44b) ln(yDERit) = �DER�+ �DER�0Zi + �
DER�1Expit�1 + 
 ln(yDERit�1)

+ ln(yDERit�1)� �DER�� �DER�0Zi
��DER�1Expit�2 � 
 ln(yDERit�2)� vit�1 + 
vit�2
��DER"it�1 + vit � 
vit�1 + �DER"it

(45b) ln(yDERit)� ln(yDERit�1) = �DER�1(Expit�1 � Expit�2) + 
(ln(yDERit�1)
� ln(yDERit�2)) + vit � vit�1 + 
vit�2 � 
vit�1
+�DER"it � �DER"it�1:

I will now instrument for lagged DER earnings changes with lagged SIPP earnings changes.

The lagged SIPP earnings changes, which are equal to

(46b) ln(ySIPPit�1)� ln(ySIPPit�2) = �SIPP ln(y�it�1) + wit�1 � �SIPP ln(y�it�2)� wit�2;

are not correlated with the error term in (45b). The 1st stage IV equation is:

(47b) ln(yDERit�1)�ln(yDERit�2) = B(Expit�1�Expit�2)+�(ln(ySIPPit�1)�ln(ySIPPit�2))+cit;

which is used to get predicted values ln(y0DERit�1)� ln(y0DERit�2). The 2nd stage IV equation
is:

(48b) ln(yDERit)�ln(yDERit�1) = B1(Expit�1�Expit�2)+
(ln(y0DERit�1)�ln(y0DERit�2))+dit:

The sample used for the IV estimations di¤ers from the sample used to answer the �rst

research question in two ways. First, I use only the positive earners sample. The reason for

this, as stated in Section 3, is that I wish to focus on the economic decisions and processes

that determine how much an individual earns given that s/he had positive earnings in a

given year and in previous years. I do also run all of the IV estimations using the non-
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imputed earners sample. These results can be found in the appendix. Second, even though

I are still interested in studying one-year earnings changes, the IV method which assumes

"mean-reverting" measurement error and which uses �rst di¤erences to rid the equation of

the common measurement error component ni requires that each individual have at least

three consecutive years of earnings data available. Therefore, I use only the 1992, 1993, and

1996 SIPP panels, all of which provide at least three years of consecutive earnings for each

individual. These three panels provide us with four di¤erent sets of three consecutive years

of earnings: 1992-1994 (provided by the 1992 panel), 1993-1995 (provided by the 1993 panel),

1996-1998 (provided by the 1996 panel), and 1997-1999 (provided by the 1996 panel). I

stack all four sets of three consecutive years of earnings. As a result of this stacking,

some individuals from the 1996 panel appear more than once in the sample (for example, if

they had positive earnings from 1996-1998 and also had positive earnings from 1997-1999).

I include dummy variables indicating which set of three consecutive years an individual�s

earnings came from in all the IV, GMM, and MLE estimations in this paper. The IV

method which assumes classical measurement error requires that each individual have only

two consecutive years of earnings available. However, in order for these IV results to be

comparable to the IV results obtained from the method which assumes "mean-reverting"

measurement error, I use the same sample for both types of IV estimation.

All of the IV regressions are weighted. Because three SIPP panels are used in these

regressions, the weight used is a pooled-panel version of the SIPP person weight from those

three panels. This pooled panel weight is created according to the weighting rules for

combining multiple SIPP panels found in the SIPP Users Guide (2001). As stated above,

using weights can cause regression coe¢ cients to be biased when earnings are used as an

independent variable. Therefore, all of the IV regressions are run once using weights and

once without weights.

5.2 Generalized Method of Moments - Methodology

The method of instrumental variables does not make full use of the information on earnings

available in the data. In addition, the IV method makes strict assumptions on the error

terms in the 1st and 2nd stage equations. The generalized method of moments (GMM) is

an instrumental method that is superior to IV in both these respects. The e¢ ciency gains of

the GMM estimator relative to the traditional IV / 2SLS estimator derive from the use of an

optimal weighting matrix, the overidentifying restrictions of the model, and the relaxation

of the i.i.d. assumption on the error terms (Greene 2003). I discuss each of these e¢ ciency

gains in the next paragraph.
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The IV estimation of the preceding section used the lagged DER earnings (and earnings

changes) to instrument for lagged SIPP earnings (and earnings changes), and vice versa,

but there is more information about earnings and earnings changes in the data which can

be brought to bear on estimation. For example, in equations (32a), (32b), (45a), and

(45b), not only are the disturbances at time t uncorrelated with the instrumental variables

at time t, but they are also uncorrelated with the instrumental variables in other time

periods. Therefore, the instrumental variables from other time periods can be added to the

set of instruments. As a speci�c example, for equation (32a), when I instrument for SIPP

earnings in 1998 using the IV method, the only instrument is DER earnings in 1998. When

I use the GMM method to instrument for SIPP earnings in 1998, the set of instrumental

variables includes not only DER earnings in 1998, but also DER earnings in 1997 and DER

earnings in 1999. For equation (45a), when I instrument for SIPP earnings changes from

1997 to 1998 using the IV method, the only instrument is DER earnings changes from 1997

to 1998. When I use the GMM method to instrument for SIPP earnings changes from 1997

to 1998, the set of instrumental variables includes not only DER earnings changes from 1997

to 1998, but also DER earnings changes from 1998 to 1999. Because there is more than

one instrumental variable in each equation, the model is overidenti�ed, and thus the GMM

method provides more e¢ cient estimates than the IV method. Another �aw with the IV

estimation of the preceeding section is that it makes strict assumptions on the error terms in

the 1st and 2nd stage equations. In particular, the IV method assumes that the 1st and 2nd

stage equations have disturbances that are distributed identically and independently. The

GMM method relaxes this assumption. Finally, the IV method, like OLS, uses the identity

matrix as a weighting matrix when solving the least squares minimum distance problem.

In contrast, the GMM method uses an optimal weighting matrix in which the weights are

inversely proportional to the variances of the moments. This optimization increases the

e¢ ciency of the GMM estimator over the IV estimator.

All of the GMM estimations in this paper use the same sample that was used for the IV

estimations. This sample includes only three panels (1992, 1993, and 1996) and contains

only those individuals who had at least three consecutive years of positive earnings. In

addition, all of the GMM regressions are weighted using the same pooled panel weight that

was used in the IV regressions. Because using weights introduces a possible endogeneity

bias, all of the GMM regressions are run once using weights and once without weights.
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5.3 Maximum Likelihood Estimation - Methodology

There are several reasons why the technique of maximum likelihood estimation (MLE) is

superior to the methods of instrumental variables and generalized method of moments for

estimating earnings equations. First, it is expected that earnings and earnings changes de-

pend upon unobservable person e¤ects. When instrumenting in levels, these person e¤ects

are ignored. When instrumenting after taking �rst di¤erences, these person e¤ects (if time-

invariant) are excluded from the equation. For this reason, we may obtain very di¤erent

results when instrumenting in levels versus instrumenting in di¤erences. The maximum like-

lihood method allows us to estimate these unobserved person e¤ects directly. Second, the

MLE method makes weaker assumptions about the underlying data generating process than

does the IV method. The IV method assumes that the 1st and 2nd stage equations have

disturbances that are distributed identically and independently. In contrast, the maximum

likelihood estimation provides unbiased and e¢ cient estimates for functions of sample char-

acteristics regardless of the underlying data generating process. Third, the IV and GMM

methods require the assumption of a particular measurement error model. In contrast, the

MLE method allows for the speci�cation of a more general model of measurement error.

Furthermore, the maximum likelihood method allows us to estimate the various components

of measurement error directly. For all of these reasons, I now turn to estimating earnings

mobility using the technique of maximum likelihood estimation.

The maximum likelihood estimation is similar to that done by Abowd and Stinson (2005).

I specify the SIPP earnings equation for individual i in time period t as:

(49a) ln(ySIPPit) = �SIPP + �0Zi + �1Expit�1 + �i + �it + wit

(50a) �it = ��it�1 + eit

(51a) wit = �SIPPwit�1 + uit;

and the DER earnings equation for the same individual as:

(49b) ln(yDERit) = �DER + �0Zi + �1Expit�1 + �i + �it + vit

(50b) �it = ��it�1 + eit

(51b) vit = �DERvit�1 + qit;

where Z and Exp are de�ned in the beginning of Section 5, � is an individual-speci�c, time-

invariant intercept e¤ect, � is a common error component, and w and v are the measurement

errors of SIPP and DER earnings, respectively. The common error component, � represents

economic shocks which in�uence true latent earnings. It is identi�ed by the fact that there
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are two earnings observations for each individual in each time period (SIPP and DER). The

measurement errors, w and v, represent �uctuations in annual earnings reports which are

due to things that e¤ect SIPP and DER earnings separately, and which do not in�uence true

latent earnings. These measurement errors are identi�ed by the di¤erences between SIPP

and DER earnings for each individual in each time period. The random e¤ects are modeled

as follows:

(52) Person heterogeneity = � � N(0; G1)

(53) Common error component = � � N(0; G2)

(54) Measurement error, SIPP and DER = (w; v) � N(
"
0

0

#
; R);

where G1, G2, and R are de�ned below. The total number of individuals is I, the number

of covariates included in X is k, and the total number of time periods is 3. The model can

be written in matrix notation as:

(55) Y = X� + Zu+ e;

where Y contains stacked SIPP and DER earnings, X contains covariates treated as �xed

e¤ects, � contains �xed e¤ects coe¢ cients, Z is a design matrix for the random e¤ects

contained in u, u contains the stacked random e¤ects �1:::�I ; �1t:::�It+2, and e contains the

stacked measurement error terms w1t...wIt+2, v1t...vIt+2. The sizes for these matrices are:

Y : (I � 3 � 2) � 1
X : (I � 3 � 2) � k
� : k � 1
Z : (I � 3 � 2) � (I � 3)
u : (I � 3) � 1
e : (I � 3 � 2�) � 1

The variance matrices for the random person e¤ects, common error component e¤ects, and

measurement errors, respectively, are:

(56) G1 = IIxI 
 �2�
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(57) G2 = IIxI 
 �2�

264 1 � �2

� 1 �

�2 � 1

375
3x3

(58) R = IIxI 


26666666664

�2w

264 1 �SIPP �2SIPP
�SIPP 1 �SIPP

�2SIPP �SIPP 1

375
3x3

0(Ix3)x(Ix3)

0(Ix3)x(Ix3) �2v

264 1 �DER �2DER
�DER 1 �DER

�2DER �DER 1

375
3x3

37777777775
;

where �2� = �
2
"=(1��2), � is the autocorrelation parameter of the common error component �;

and �SIPP and �DER are the autocorrelation parameters of the SIPP and DER measurement

errors, respectively. This model speci�es that the common error component, �, and the two

measurement errors, w and v, each follow a �rst-order autoregressive process. Estimates of

�SIPP ; �DER; �0; �1; the variance components (�
2
�; �

2
�; �

2
w; �

2
v), and realizations of the random

e¤ects (�; �) and the residuals (w,v) are obtained by solving the equations:

(59)

"
X 0R�1X X 0R�1Z

Z 0R�1X Z 0R�1Z +G�1

#"b�bu
#
=

"
X 0R�1Y

Z 0R�1Y

#
:

The estimation is done by restricted maximum likelihood with a software package called

ASReml, using an average information algorithm developed and programmed by Gilmour,

Thompson, and Cullis (1995). As described by Abowd and Stinson (2005), the solution

parameters to these equations are calculated iteratively by maximizing the log likelihood

function to satisfy a set of �rst order conditions. The starting values for the variance

components are: �2� = �
2
� = �

2
w = �

2
v = 0:1 and � = �SIPP = �DER = 0:3.

You will notice that the earnings equations (49a) and (49b) do not include lagged earnings

as a regressor. This is another key di¤erence between the IV/GMM methods and the MLE

method. Lagged earnings are partially determined by observable personal characteristics like

race, gender, and education. Including these personal characteristics and lagged earnings

in an earnings equation causes the right hand side variables to be correlated with each other

and dilutes the contribution of each variable�s e¤ect on current earnings. The MLE method

avoids this problem by specifying current earnings as a time series. Because the error terms

in the maximum likelihood equations (49a) and (49b) contain an autoregressive component,

an individual�s earnings in each year are not only a function of personal characteristics (both

observable and unobservable), but also a function of the entire history of past earnings.

The results from the MLE method are not directly comparable to those obtained from
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running OLS or IV/GMM methods on equations (24a) and (24b). I will now algebraically

convert equations (49a) and (49b) into equations similar to those estimated in Sections 5.1

and 5.2. Once this conversion is complete, I will have a new set of equations similar to,

but not exactly like, equations (24a) and (24b). These new equations will be estimated

alongside equations (49a) and (49b) so that I have something to compare our MLE results

to, in order to tell how much the estimates change as a result of specifying the measurement

error terms directly. In this way, we will know whether the �nding of convergent mobility

is robust to specifying a full measurement error model and treating neither SIPP nor DER

earnings as equal to true latent earnings. I begin by rewriting equation (49a) for period t-1

and solving for �it�1 and wit�1:

(60) ln(ySIPPit�1) = �SIPP + �0Zi + �1Expit�2 + �i + �it�1 + wit�1; or

(61) �it�1 = ln(ySIPPit�1)� �SIPP � �0Zi � �1Expit�2 � �i � wit�1 and
(62) wit�1 = ln(ySIPPit�1)� �SIPP � �0Zi � �1Expit�2 � �i � �it�1:

Now plug (61) and (62) into (50a) and (51a):

(63) �it = �(ln(ySIPPit�1)� �SIPP � �0Zi � �1Expit�2 � �i � wit�1) + eit
(64) wit = �SIPP (ln(ySIPPit�1)� �SIPP � �0Zi � �1Expit�2 � �i � �it�1) + uit:

Now plug (63) and (64) into (49a) and rearrange:

(65) ln(ySIPPit) = �SIPP + �0Zi + �1Expit�1 + �i + �(ln(ySIPPit�1)� �SIPP � �0Zi
��1Expit�2 � �i � wit�1) + eit + �SIPP (ln(ySIPPit�1)� �SIPP

��0Zi � �1Expit�2 � �i � �it�1) + uit
(66a) ln(ySIPPit) = (1� �� �SIPP )�SIPP + (1� �� �SIPP )�0Zi + �1Expit�1

+(1� �� �SIPP )�i + (�+ �SIPP ) ln(ySIPPit�1)
�(��1 + �SIPP�1)Expit�2 � �wit�1 � �SIPP�it�1 + eit + uit:

Using the same method for DER yields:

(66b) ln(yDERit) = (1� �� �DER)�DER + (1� �� �DER)�0Zi + �1Expit�1
+(1� �� �DER)�i + (�+ �DER) ln(yDERit�1)
�(��1 + �DER�1)Expit�2 � �wit�1 � �DER�it�1 + eit + uit:

One can see that equations (66a) and (66b) contain twice-lagged experience, Expit�2, and a
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person e¤ect, �i, while equations (24a) and (24b) do not. Therefore, the maximum likelihood

estimation of equations (49a)-(51a) and (49b)-(51b) is not comparable to the IV/GMM

estimation of equations (24a) and (24b). However, the maximum likelihood estimation

is comparable to the estimation of equations (66a) and (66b). Therefore, the maximum

likelihood results will be compared to the coe¢ cients obtained from estimating equations

(66a) and (66b), rather than the coe¢ cients from equations (24a) and (24b). Finally, it

should be noted that none of the maximum likelihood estimations are weighted because

many of the variables which were used in the stratum to create the weights are also included

as regressors, causing the weights to be endogenous in the model.

6 Results

Overall, the �nding of convergent mobility, both conditional and unconditional, is robust.

The �rst research question asks whether the �ndings of unconditional and conditional con-

vergence are robust to non-linear functional forms and alternate samples of the data. The

parametric results have been completed and they show that the �nding of unconditional

convergence is robust to alternate samples and to a non-linear functional form of the equa-

tion, namely, a step function by initial earnings quintile. The non-parametric model still

remains to be done and will be completed in my dissertation. The second research ques-

tion asks whether the �nding of conditional convergence is robust to methods which treat

neither SIPP nor DER earnings as equal to "true� latent earnings. The IV, GMM, and

MLE results all show that the �nding of conditional convergence is robust to methods that

use both earnings sources simultaneously to obtain mobility estimates that are unbiased by

measurement error.

6.1 Non-Linear Functional Forms and Alternate Samples

The �rst research question asks: are the �ndings of unconditional and conditional convergence

robust to non-linear functional forms and alternate samples of the data? I use two non-

linear functional forms - a step function by initial earnings quintile and a non-parametric

speci�cation. The parametric results have been completed and are presented here. The

non-parametric results will be completed in my dissertation. I use three di¤erent samples

- the regular sample, the positive earners sample, and non-imputed earners sample. The

results are presented in Table 3.

Table 3 presents results from the estimation of equations (15) through (22). The following

items are varied in Table 3: a) the sample - page 1 of Table 3 contains the results for the
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regular sample, page 2 contains the results for positive earners, and page 3 contains results for

non-imputed positive earners, b) one-year mobility vs. three-year mobility - the left side of

each page contains one-year results and the right side of each page contains three-year results,

c) unconditional mobility vs. conditional mobility - the top section of each page contains

unconditional results and the bottom section of each page contains conditional results, d)

SIPP earnings vs. DER earnings, and e) the functional form (linear, step function by initial

earnings quintile, non-parametric). Along with a �nding of convergence or divergence, Table

3 reports the number of coe¢ cients on the initial earnings variable(s) that were signi�cant

out of the total number of initial earnings coe¢ cients in the regression. For example, when

using a step function to estimate one-year unconditional mobility using the regular sample

and SIPP earnings, I �nd that all four coe¢ cients on the initial earnings quintile dummies

in equation (17) were signi�cant. All the regressions presented in Table 3 use earnings

expressed in dollars. All results presented in Table 3 are signi�cant at the 99% con�dence

level.

Table 3 shows that the �nding of convergence is robust to alternate samples of the data

and to a non-linear functional form of the data, namely, a step function by initial earnings

quintile. A �nding of convergence indicates that the coe¢ cient(s) on initial earnings from

one of the equations (15)-(22) was (were) signi�cantly less than zero. For example, when

using a step function to estimate one-year unconditional mobility using the regular sample

and SIPP earnings, I �nd that the estimates of �0; �1; �2; and �3 from equation (17) were

all signi�cantly less than zero. I always �nd signi�cant convergence whether I are using the

regular sample, the positive earners sample, the non-imputed earners sample, SIPP earnings,

DER earnings, one-year earnings changes, three-year earnings changes, a linear function, or

a step function. In other words, even when varying the sample, the functional form, and the

earnings measure, I �nd that it is the individuals with the lowest initial earnings in dollars

who gain the most in dollar earnings over time. This is a �nding of strong convergence,

and it implies a �nding of weak convergence - that those individuals with the lowest initial

earnings gained the most in percentages over time. Furthermore, using a step function

by initial earnings quintile demonstrates that even when I allow the rate of convergence to

vary across quintile, it is the earners in the lowest quintile who experience the most positive

earnings changes while those in the highest earnings quintile experience the least positive (or

most negative) earnings changes. In summary, the �ndings of unconditional and conditional

strong convergence are robust to a non-linear functional form and to alternate samples of

the data.
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6.2 Conditional Convergence - IV and GMM Results

The second research question asks: does the �nding of conditional convergence hold when

neither SIPP nor DER earnings are treated as equal to �true� latent earnings? I use two

di¤erent methods to obtain an estimate of conditional mobility that treats neither data

source as being free of measurement error: 1) instrumental variables (IV) and generalized

method of moments (GMM), and 2) maximum likelihood estimation (MLE).

Tables 4 and 5 show the means and standard deviations of several key variables for the

positive earners sample and the non-imputed earners sample, respectively. Table 6 shows

the unweighted results of the IV and GMM estimations using DER earnings to instrument

for SIPP earnings. The table columns contain the estimation of the following equations:

Column 1: (23a) ln(ySIPPit)� ln(ySIPPit�1) = �SIPP + �SIPP0 Zi + �
SIPP
1 Expit�1

+�SIPP2 ln(ySIPPit�1) + "
SIPP
it

Column 2: (24a) ln(ySIPPit) = �SIPP+�
SIPP
0 Zi+�

SIPP
1 Expit�1+


SIPP ln(ySIPPit�1)+"
SIPP
it

Column 3 Upper: (34a) ln(ySIPPit) = �+ �0Zi + �1Expit�1 + 
 ln(y
0
SIPPit�1) + uit

Column 3 Lower: (33a) ln(ySIPPit�1) = �+ �0Zi + �1Expit�1 + � ln(yDERit�1) + eit

Column 4: (34a) ln(ySIPPit) = �+ �0Zi + �1Expit�1 + 
 ln(y
0
SIPPit�1) + uit

Column 5: (45a) ln(ySIPPit)� ln(ySIPPit�1) = �SIPP�1(Expit�1 � Expit�2)
+
(ln(ySIPPit�1)� ln(ySIPPit�2)) + wit
�wit�1 + 
wit�2 � 
wit�1 + �SIPP "it
��SIPP "it�1

Column 6 Lower: (47a) ln(ySIPPit�1)� ln(ySIPPit�2) = b(Expit�1 � Expit�2)
+�(ln(yDERit�1)

� ln(yDERit�2)) + eit

Column 7: (48a) ln(ySIPPit)� ln(ySIPPit�1) = b1(Expit�1 � Expit�2)
+
(ln(y0SIPPit�1)

� ln(y0SIPPit�2)) + uit:
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Recall that the IV estimation uses only one instrumental variable, whereas the GMM estima-

tion uses more than one. In other words, the GMM estimation in columns 4 and 7 estimates

the same equation as the IV estimation in columns 3 and 6, but the predicted value of earn-

ings (or earnings changes) is computed using more than one instrument. In column 1, we

see that regressing earnings changes from one year to the next on earnings in the initial year

results in a negative estimate of �SIPP2 , i.e., a �nding of convergence. When I transform the

equation and regress earnings in the current year on earnings in the previous year in column

2, we see that d
SIPP = 1 + d�SIPP2 = 0:71 < 1, again, a �nding of convergence. In column

3, DER earnings in the previous year are now used to instrument for SIPP earnings in the

previous year. I �nd that b
 = 0:83, indicating that after controlling for measurement error
in SIPP initial earnings, I �nd less convergence (or more persistence) in earnings than in

column 2. The last row of Table 6 shows the corresponding d�SIPP2 term of �0:17 = 0:83�1:
The lower section of column 3 shows the �rst stage regression. We see that the instrumental

variable is fairly good at predicting the SIPP initial earnings variable, with a T-statistic of

209.60 and an R2 regression statistic of 0.54. In column 4, DER earnings from all three years

are now used to instrument for SIPP earnings in the previous year. I �nd that b
 = 0:87;
indicating again that when I control for measurement error in SIPP initial earnings, I �nd

less convergence (or more persistence) in earnings than I did using OLS. In column 5, SIPP

earnings changes are regressed on lagged SIPP earnings changes. The 
 estimate of -0.23

corresponds to a value of -1.23 for d�SIPP2 , which is very di¤erent in magnitude from the value

for d�SIPP2 when earnings are speci�ed in levels. This large di¤erence is likely due to the fact

that there are time-invariant unobserved person e¤ects which contribute both to earnings

and earnings changes and which were ignored entirely during the estimation using earnings

levels. Taking �rst di¤erences of equation (24a) rids the equation of these e¤ects, causing

the estimate of 
SIPP to change accordingly. I still �nd convergence, indicated by the fact

that �1:23 < 0: In column 6, DER lagged earnings changes are now used to instrument for
SIPP lagged earnings changes. I �nd that b
 = �0:13 (or d�SIPP2 = �1:13); indicating that
when I control for measurement error in SIPP earnings changes, I �nd less convergence (or

more persistence) in earnings changes than I did using OLS. The lower section of column 6

shows the �rst stage regression. The instrumental variable is somewhat good at predicting

the SIPP lagged earnings changes, with a T-statistic of 56.48 and an R2 regression statistic

of 0.08, though it is not as strong of a predictor as the DER earnings levels were of the

SIPP earnings levels. In column 7, DER earnings changes from two di¤erent years are

now used to instrument for SIPP lagged earnings changes. I �nd that b
 = 0:00; indicating
again that when I control for measurement error in SIPP lagged earnings changes, I �nd less

convergence (or more persistence) in earnings changes than I did using OLS.
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Table 7 shows the weighted results of the IV and GMM estimations using DER earnings

to instrument for SIPP earnings. The overall results are the same as in Table 6. I �nd

convergence using both earnings speci�ed in levels and earnings speci�ed in changes. I �nd

that when using IV and GMM methods, speci�ed either in levels or in changes, there is less

convergence (or more persistence) in earnings than was found using OLS. The results using

earnings changes are again very di¤erent in magnitude from those using earnings levels as a

result of the unobserved person e¤ects.

Tables 7 and 9 present the IV and GMM results (unweighted and weighted, respectively)

using SIPP earnings to instrument for DER earnings. The main di¤erence to note is that

in column 1, the DER earnings show less convergence overall ( d�DER2 = �0:18) than did
the SIPP earnings ( d�SIPP2 = �0:29): Other than this di¤erence, DER earnings behave in
much the same way as SIPP earnings. In particular, I �nd convergence using both earnings

speci�ed in levels and earnings speci�ed in changes and I �nd that when using IV and GMM

methods, there is less convergence (or more persistence) in earnings than was found using

OLS. The weighted results are very similar to the unweighted results.

Tables 10 through 13 repeat the analysis from tables 6 through 9 using the non-imputed

earners sample. The results are extremely similar to those obtained using the positive

earners sample. Again, I �nd less convergence (or more persistence) in earnings once I have

used IV and GMM methods to control for measurement error in initial earnings.

Overall, Tables 6 through 13 provide evidence that the �nding of conditional convergence

holds when neither SIPP nor DER earnings are treated as equal to �true�latent earnings.

However, I �nd less convergence using IV and GMM methods than I do using OLS. Stated

in slightly di¤erent terms, measurement error in SIPP and DER earnings makes earnings

and earnings changes look less persistent over time than they truly are. Measurement

error makes it appear that temporary earnings shocks die out faster than they actually do.

Once I have controlled for measurement error in SIPP and DER earnings using IV and

GMM methods, I �nd that earnings persist more over time, i.e., that the e¤ect of temporary

earnings shocks lasts longer than previously believed (using OLS on either SIPP or DER

earnings separately). I now turn to the results of the maximum likelihood estimation.

6.3 Conditional Convergence - MLE Results

Table 14 shows the results of the maximum likelihood estimation of equations (49) through

(51). Tables 15 and 16 show the estimation of equations (66a) and (66b), respectively. For

the positive earners sample, the autocorrelation coe¢ cient on the common error component

in Table 14 equals 0.09 and the autocorrelation coe¢ cient on the SIPP measurement error
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equals 0.08; the sum of these is 0.17, which corresponds to the value of 
SIPP from equation

(24a). The corresponding d�SIPP2 term from equation (23a) equals 0:17� 1 = �0:83: I wish
to compare the value of 0.17 to the value of the coe¢ cient on lagged earnings from equation

(66a), which is reported in Table 15 as 0.72. Recall that equations (66a) and (49a)-(51a) are

algebraically equivalent; the main di¤erence is that equation (66a) is speci�ed as a regression

of current earnings on lagged earnings and does not estimate measurement error directly,

while equations (49a)-(51a) are speci�ed as an earnings model with an autocorrelation struc-

ture on the error term and measurement error in SIPP earnings is estimated directly. Both

equations (66a) and (49a) contain a random person e¤ect. We see that when measurement

error is estimated directly, the coe¢ cient on lagged earnings decreases greatly from 0.72 to

0.17. It appears that measurement error causes us to �nd less convergence (or more persis-

tence) in earnings than truly occurred. In other words, I �nd less persistence in earnings

when I control for measurement error by estimating it directly.

A similar result appears using the administrative-based earnings. The autocorrelation

coe¢ cient on the DERmeasurement error in Table 14 equals 0.63; adding to this the autocor-

relation coe¢ cient on the common error component (0.09) gives us 0.72, which corresponds

to the value of 
SIPP from equation (24a). I wish to compare the value of 0.72 to the value

of the coe¢ cient on lagged earnings from equation (66b), which is reported in Table 15 as

0.83. We see that when measurement error is estimated directly, the coe¢ cient on lagged

earnings decreases from 0.83 to 0.72. Again, it appears that measurement error causes us

to �nd less convergence (or more persistence) in earnings than truly occurred. In other

words, I �nd less persistence in earnings when I control for measurement error by estimating

it directly. Overall, using the positive earners sample, I �nd that convergence holds when

neither earnings source is treated as being free of measurement error.

I now turn to the results using the non-imputed earners sample. The autocorrelation

coe¢ cient on the common error component in Table 14 equals 0.27 and the autocorrelation

coe¢ cient on the SIPP measurement error equals 0.08; the sum of these is 0.35, which

corresponds to the value of 
SIPP from equation (24a). The corresponding d�SIPP2 term from

equation (23a) equals 0:35 � 1 = �0:65: I wish to compare the value of 0.35 to the value
of the coe¢ cient on lagged earnings from equation (66a), which is reported in Table 16 as

0.78. We see that when measurement error is estimated directly, the coe¢ cient on lagged

earnings decreases from 0.78 to 0.35. Again, it appears that measurement error causes us

to �nd less convergence (or more persistence) in earnings than truly occurred.

A di¤erent result appears using the administrative-based earnings and the non-imputed

earners sample. The autocorrelation coe¢ cient on the DER measurement error in Table 14

equals 0.70; adding to this the autocorrelation coe¢ cient on the common error component

34



(0.27) gives us 0.97, which corresponds to the value of 
SIPP from equation (24a). I wish

to compare the value of 0.97 to the value of the coe¢ cient on lagged earnings from equation

(66b), which is reported in Table 16 as 0.84. Now we see that when measurement error

is estimated directly, the coe¢ cient on lagged earnings increases from 0.84 to 0.97. Now

it appears that measurement error causes us to �nd more convergence (or less persistence)

in earnings than truly occurred. In other words, I �nd more persistence in earnings when

I control for measurement error by estimating it directly. Overall, using the non-imputed

earners sample, I �nd that convergence holds when neither earnings source is treated as

being free of measurement error.

The results from the maximum likelihood estimation do not always agree with each other

or with the IV/GMM results on whether I �nd more or less convergence after controlling for

measurement error. All of the IV/GMM results show that after controlling for measurement

error, I �nd less convergence than truly occurred. The MLE results for administrative-based

earnings using the non-imputed earners sample show this same result. The MLE results for

survey-based earnings using the non-imputed earners sample and the MLE results for both

earnings measures using the positive earners sample show the opposite - that after controlling

for measurement error, I �nd more convergence than truly occurred. However, one thing

remains clear. The �nding of conditional convergence - i.e., the �nding that, holding other

things equal, the lowest earners experienced the most positive earnings changes - is robust to

IV/GMM/MLE methods that use both earnings sources simultaneously to obtain mobility

estimates that are unbiased by measurement error.

7 Conclusion

In this study, I have shown that for the U.S. during the 1990s, the �nding of convergent mo-

bility - that the individuals with the lowest initial earnings gained more over time in dollars

or percentages than the individuals with the highest initial earnings - is robust. Convergent

mobility is robust to alternate functional forms, alternate samples of the data, and alternate

estimation techniques which control for measurement error bias. In particular, convergent

mobility is robust to a non-linear function (a step function by initial earnings quintile) and

to three di¤erent samples - one which includes individuals who had zero earnings in one or

more years, a second sample which includes only those individuals who had positive earnings

in all relevant years, and a third sample which includes only those individuals who had non-

imputed, positive earnings in all relevant years. Convergent mobility is also robust to three

estimation methods which treat neither survey-based nor administrative-based earnings as

being free of measurement error - instrumental variables, generalized method of moments,
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and maximum likelihood estimation. All of the IV/GMM results show that when one earn-

ings measure is used to instrument for the other, there is less convergence than found using

either data source alone. Stated di¤erently, measurement error in SIPP and DER earn-

ings makes earnings and earnings changes look less persistent over time than they truly are.

Measurement error makes it appear that temporary earnings shocks die out faster than they

actually do. Most of the MLE results show the opposite - that when measurement error is

estimated directly by using survey-based and administrative-based earnings simultaneously,

there is more convergence than found using either data source alone. However, when using

the administrative-based earnings and the non-imputed earners sample, the MLE results

con�rm the IV/GMM results; I �nd less convergence than truly occurred.

In the face of rising earnings inequality in the U.S., the results of this study should

be taken as good news. As stated in Section 2, many economists consider steadily rising

inequality to be worrisome because it may indicate a steady decrease in relative earnings

for the poorest earners, while the highest earners continue to gain more in dollars over

time. However, if there is substantial earnings mobility, then high inequality becomes less

worrisome because we know that the poorest earners are not necessarily "stuck" at the

bottom of the earnings distribution. Several previous earnings mobility studies have found

convergent mobility, both for the U.S. and for other countries. Because measurement error

in initial earnings produces a spurious link between earnings change and initial earnings

level, it can cause the appearance of convergent mobility when, in fact, no convergence has

truly occurred. I �nd that convergent mobility for the U.S. during the 1990s is not due

to measurement error, but rather, is robust to methods that control for measurement error.

I believe this �nding should be taken as good news by economists concerned with rising

inequality and by researchers studying mobility in other countries.

It is impossible to tell whether the results of this study would hold for countries other

than the U.S. However, mobility researchers who do not have access to administrative-based

earnings data may take comfort in the fact that, at least in the U.S. data, the �nding of

convergent mobility is indeed robust, and not simply due to measurement error. It would

also be worthwhile for this kind of study to be conducted for other countries that have

matched survey-administrative earnings records.
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Table 1: Representativeness of the "Regular" Sample: Pooled years from 1990­1999

Sample Percentage with Sample Percentage with
Category Size validated SSNs Category Size validated SSNs

Total 279586 82.92 Received welfare payments 23545 81.21
Did not receive welfare payments 256041 83.07

Male 145495 82.70
Female 134091 83.15 Received disability payments 6418 86.15

Did not receive disability payments 273168 82.84
Black 31306 79.84
Non black 248280 83.30 Total net worth below $100,000 75467 83.84

Total net worth at least $100,000 204119 82.57
Hispanic 26321 75.43
Non Hispanic 253265 83.69 Homeowner 186170 84.49

Not homeowner 93416 79.78
25­36 years old 116526 81.19
37­48 years old 103887 84.43 Born in country other than U.S. 31166 72.82
49­60 years old 59173 83.66 Born in U.S. 248420 84.18

By Education Had a defined contribution
Primary or less 31671 81.83   pension plan 63950 85.68
Secondary 174657 82.07 Did not have a defined contribution
Higher 73258 85.41   pension plan 167788 83.32

Married 177587 85.09 Had a defined benefit pension plan 87761 85.03
Widowed 4027 81.23 Did not have a defined benefit
Divorced/Separated 44080 82.89   pension plan 143977 83.33
Never married 53892 75.89

Had health insurance coverage 206027 86.84
Reported job­limiting disability 20387 82.99 Did not have health insurance
Did not report job­limiting disability 251339 83.07   coverage 30744 83.54

By Number of Children
0 143602 80.85
1 54006 84.28
2 52469 86.02
3 20404 85.71
4 5343 84.81
5 or more 2805 79.68

The "regular" sample is defined as the set of individuals ages 25­60 with validated SSNs who were labor force participants in both years for each set of two consecutive
years.  This table shows the percentage of observations by category who have validated SSNs out of the entire set of individuals ages 25­60 who were labor force
participants for each set of two consecutive years.

Notes: The total sample size of 279586 corresponds to the set of individuals ages 25 to 60 who were labor force participants in both years for each set of two consecutive
years from 1990­1999.  All statistics are calculated from the first completed dataset.
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Table 2: Representativeness of the "Regular" Sample: Pooled years from 1990­1999

"Regular" Sample (231823) Entire Sample (279586)
Variable Mean Std Dev Mean Std Dev Test of H1

Male 0.52 0.50 0.52 0.50
Black 0.11 0.31 0.11 0.32 H1:
Hispanic 0.09 0.29 0.10 0.30 H1:
Age (3 categories) 1.82 0.76 1.81 0.77 H1:
Education (3 categories) 2.17 0.61 2.15 0.60 H1:
Marital status 1.90 1.23 1.95 1.26 H1:
Reported job­limiting disability 0.07 0.26 0.07 0.26 H1:
Number of children 0.97 1.20 0.95 1.20 H1:
Received welfare payments 0.09 0.28 0.09 0.28 H1:
Received disability payments 0.02 0.15 0.02 0.14 H1:
Total net worth 100459.04 246704.29 98753.90 327150.28 H1:
Homeowner 0.67 0.47 0.64 0.48 H1:
Born in country other than U.S. 0.11 0.31 0.13 0.33 H1:
Had a defined contribution pension plan 0.29 0.46 0.29 0.45 H1:
Had a defined benefit pension plan 0.39 0.49 0.38 0.49 H1:
Had health insurance coverage 0.87 0.34 0.86 0.35 H1:
Total annual SIPP reported real earnings 25751.47 20594.36 25227.26 20345.50 H1:

This table shows the means and variances of several key variables for both the entire sample and for the "regular" sample
used in the paper.  The entire sample includes individuals ages 25­60 who were labor force participants in both years for
each set of two consecutive years.  The "regular" sample further restricts the entire sample to include individuals who
have validated social security numbers.  H1: Means are equal for the two samples: ** reject at 1% level, * reject at 5%
level.

Notes: The total sample size of 279586 corresponds to the set of individuals ages 25 to 60 who were labor force participants in both years for each set
of two consecutive years.  All calculations are weighted to reflect the corresponding Decennial Census population on April 1st, 2000.  All calculations
are averaged across four completed datasets using Rubin's (1987) formulas for computing statistics from multiply imputed data.
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Table 4: Means and Standard Deviations: Positive Earners
Number of observations = 87699

Weighted Unweighted
Variable Mean Std. Dev. Mean Std. Dev.
Male 0.53 0.50 0.52 0.50
Black 0.11 0.31 0.11 0.31
High school 0.62 0.49 0.63 0.48
College 0.29 0.46 0.28 0.39
Ages 49­60 0.18 0.39 0.19 0.45
Ages 37­48 0.40 0.49 0.40 0.49
Ages 25­36 0.41 0.49 0.42 0.49
Initial year is 1993 0.14 0.35 0.18 0.38
Initial year is 1996 0.36 0.48 0.32 0.47
Initial year is 1997 0.37 0.48 0.33 0.47
Experience in year0 18.75 8.71 18.56 8.71
Experience in year1 19.70 8.75 19.51 8.75
Experience in year2 20.66 8.79 20.47 8.79
Change in experience from year1 to year2 0.96 0.21 0.96 0.21
Change in experience from year2 to year3 0.96 0.21 0.96 0.21
SIPP log earnings in year2 10.01 0.79 9.98 0.80
DER log earnings in year2 10.03 0.89 9.99 0.91
SIPP log earnings in year3 10.06 0.78 10.03 0.79
DER log earnings in year3 10.03 0.95 9.99 0.97
SIPP log earnings change from year1 to year2 0.002 0.55 0.01 0.58
DER log earnings change from year1 to year2 0.07 0.55 0.07 0.58
SIPP log earnings change from year2 to year3 0.05 0.51 0.05 0.53
DER log earnings change from year2 to year3 0.01 0.57 0.01 0.59

Notes: The sample includes all individuals ages 25 to 60 with validated SSNs who had positive earnings for three consecutive years.  All
results are averaged across four completed datasets using Rubin's (1987) formulas for computing statistics from multiply imputed data.  All
earnings are expressed as real log earnings in January 1995.
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Table 5: Means and Standard Deviations: Non­Imputed Earners
Number of observations = 26366

Weighted Unweighted
Variable Mean Std. Dev. Mean Std. Dev.
Male 0.52 0.50 0.51 0.50
Black 0.09 0.28 0.09 0.29
High school 0.61 0.49 0.61 0.49
College 0.32 0.46 0.31 0.46
Ages 49­60 0.20 0.40 0.21 0.41
Ages 37­48 0.41 0.49 0.42 0.49
Ages 25­36 0.38 0.49 0.38 0.48
Initial year is 1993 0.08 0.26 0.11 0.31
Initial year is 1996 0.35 0.48 0.32 0.47
Initial year is 1997 0.50 0.50 0.47 0.50
Experience in year0 19.31 8.67 19.29 8.67
Experience in year1 20.26 8.71 20.25 8.71
Experience in year2 21.22 8.76 21.20 8.76
Change in experience from year1 to year2 0.95 0.21 0.95 0.21
Change in experience from year2 to year3 0.95 0.21 0.95 0.21
SIPP log earnings in year2 10.06 0.77 10.04 0.78
DER log earnings in year2 10.09 0.86 10.07 0.86
SIPP log earnings in year3 10.08 0.78 10.06 0.79
DER log earnings in year3 10.11 0.88 10.09 0.88
SIPP log earnings change from year1 to year2 0.06 0.49 0.06 0.49
DER log earnings change from year1 to year2 0.07 0.49 0.07 0.50
SIPP log earnings change from year2 to year3 0.02 0.48 0.02 0.48
DER log earnings change from year2 to year3 0.02 0.49 0.02 0.49

Notes: The sample includes all individuals ages 25 to 60 with validated SSNs who had positive, non­imputed earnings for three consecutive
years.  All results are averaged across four completed datasets using Rubin's (1987) formulas for computing statistics from multiply imputed
data.  All earnings are expressed as real log earnings in January 1995.
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9 Appendix

Derivation of equation (10) for the univariate case: From equation (8),

(67) � =
Cov(�y�; y�it�1)

V ar(y�it�1)
:

From equation (9),

(68) �̂1 =
Cov(�y; yit�1)

V ar(yit�1)

(69) =
Cov(��y� +�w; ni + �y

�
it�1 + wit�1)

V ar(ni + �y�it�1 + wit�1)
(plugging in from equations 4 and 5)

(70) =
Cov(��y�; �y�it�1)

V ar(�y�it�1) + V ar(wit�1)
=

�2Cov(�y�; y�it�1)

�2V ar(y�it�1) + V ar(wit�1)
�
V ar(y�it�1)

V ar(y�it�1)

(71) =
Cov(�y�; y�it�1)V (y

�
it�1)

[V ar(y�it�1)] � [V ar(y�it�1) + (1=�2)V ar(wit�1)]
=

�V ar(y�it�1)

V ar(y�it�1) + (1=�
2)V ar(wit�1)

:
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Table 14: Maximum Likelihood Estimation for Earnings Model in Equations (49)­(51)

Positive Earners Non­Imputed Earners
N=175398 N=52732

Fixed Effects Term Parameter S.E. Parameter S.E.
SIPP Intercept αSIPP 8.90** 0.01 8.88** 0.02
DER Intercept αDER 8.87** 0.01 8.91** 0.02
Male β0 0.41** 0.01 0.44** 0.01
Black β0 ­0.11** 0.02 ­0.07** 0.01
High school β0 0.37** 0.01 0.37** 0.02
College β0 0.87** 0.01 0.85** 0.02
Ages 37­48 β0 ­0.01 0.01 ­0.02* 0.01
Ages 49­60 β0 ­0.13** 0.01 ­0.16** 0.01
Initial year is 1993 β0 0.00 0.01 0.00 0.02
Initial year is 1996 β0 0.00 0.01 0.00 0.01
Initial year is 1997 β0 ­0.01 0.01 0.02 0.01
Experience β1 0.02** 0.00 0.02** 0.00
Random Effects
Person effect σ2

θ 0.33 0.33
Common error σ2

η 0.05 0.09
Common error ρ 0.09 0.27
SIPP error σ2

w 0.13 0.06
SIPP error ρSIPP 0.08 0.08
DER error σ2

v 0.35 0.19
DER error ρDER 0.63 0.70

Corresponding Gamma Term ­ SIPP 0.17 0.35
Corresponding Gamma Term ­ DER 0.72 0.97

Corresponding Beta Term ­ SIPP ­0.83 ­0.65
Corresponding Beta Term ­ DER ­0.28 ­0.03

Notes: The sample includes all individuals ages 25 to 60 with validated SSNs who had either positive or non­imputed earnings for
three consecutive years.  All results are averaged across four completed datasets using Rubin's (1987) formulas for computing
statistics from multiply imputed data.  All earnings are expressed as real log earnings in January 1995.  * indicates significance at 5%;
** indicates significance at 1%.
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Table 15: Estimation of Equations (66a) and (66b): Positive Earners
Dependent variable: Log earnings in year3

SIPP DER
Parameter S.E. Parameter S.E.

Intercept 2.66** 0.07 1.57** 0.03
Male 0.10** 0.02 0.08** 0.01
Black ­0.02 0.04 ­0.02* 0.01
High school 0.08** 0.01 0.07** 0.01
College 0.22** 0.02 0.16** 0.01
Ages 37­48 ­0.07** 0.01 ­0.06** 0.01
Ages 49­60 ­0.02** 0.01 ­0.01 0.01
Initial year is 1993 ­0.03* 0.01 ­0.01 0.01
Initial year is 1996 ­0.07* 0.02 0.04** 0.01
Initial year is 1997 ­0.03 0.03 0.02** 0.01
Experience in year2 ­0.05** 0.01 ­0.07** 0.01
Experience in year1 ­0.05** 0.01 0.07** 0.01
Log earnings in year2 0.72** 0.01 0.83** 0.00
N 87699 87699

Corresponding beta term ­0.28 ­0.17

Notes: Random person effects are included in both regressions.  The sample includes all individuals ages 25
to 60 with validated SSNs who had positive earnings for three consecutive years.  All results are averaged
across four completed datasets using Rubin's (1987) formulas for computing statistics from multiply imputed
data.  All earnings are expressed as real log earnings in January 1995.  * indicates significance at 5%; **
indicates significance at 1%.
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Table 16: Estimation of Equations (66a) and (66b): Non­Imputed Earners
Dependent variable: Log earnings in year3

SIPP DER
Parameter S.E. Parameter S.E.

Intercept 2.08** 0.04 1.57** 0.01
Male 0.10** 0.01 0.08** 0.01
Black ­0.01 0.01 0.00 0.01
High school 0.08** 0.01 0.05** 0.01
College 0.18** 0.01 0.14** 0.01
Ages 37­48 ­0.07** 0.01 ­0.07** 0.01
Ages 49­60 ­0.02* 0.01 ­0.02* 0.01
Initial year is 1993 ­0.01 0.01 0.01* 0.01
Initial year is 1996 0.03** 0.01 0.05** 0.01
Initial year is 1997 0.02** 0.01 0.03** 0.01
Experience in year2 ­0.07** 0.01 ­0.07** 0.01
Experience in year1 0.07** 0.01 0.07** 0.01
Log earnings in year2 0.78** 0.00 0.84** 0.00
N 26366 26366

Corresponding beta term ­0.22 ­0.16

Notes: Random person effects are included in both regressions.  The sample includes all individuals ages 25
to 60 with validated SSNs who had positive earnings for three consecutive years.  All results are averaged
across four completed datasets using Rubin's (1987) formulas for computing statistics from multiply imputed
data.  All earnings are expressed as real log earnings in January 1995.  * indicates significance at 5%; **
indicates significance at 1%.
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